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Abstract 

The work discloses a method, system and storage medium to process 

data from liver cancer lesions. The method includes the following steps: 

collecting energy spectrum CT images of different phases from patients 

with liver cancer; preprocessing the energy spectrum CT images to obtain 

the preprocessing image; perform liver segmentation on the preprocessed 

image to image liver regions at different phases; perform images of liver 

regions in different phases; segment of liver cancer lesions in the images of 

the recorded liver regions. The work provides various imaging information 

by collecting energy spectrum computed tomography images of different 

phases of liver cancer patients, and then automatically aligns the images in 

arterial phase and venous phase in the pre-processing process, to reduce the 

registration difficulty. Finally, the liver area is segmented first, and then 

registration is performed to speed up the registration speed, so as to realize 

the function of accurately segmenting the liver cancer lesion area. 

Keyword: CT images, liver cancer, U-N e t, mutual information 

Introduction 

The change in the demographic profile in India, called "aging" of the 

population, is associated with the transformation in people's relationships 

with their environments, thus altering the profile of morbidity and mortality. 

And so it has reduced the incidence of infectious diseases, shifting the focus 

of attention from the problems caused by diseases and deaths to chronic-

degenerative diseases, causing a change in the repertoire of epidemiological 

surveillance. Liver cancer is highly complex to be diagnosed and treated, 

but it is not the most common cancer. In patients who had cancer at 

advanced stages, the five-year survival rate was only 15%. on the other 

hand, when this type of cancer is detected in the early stages, this survival 









3/6/23, 12:51 PM Intelligent Workflow Adaptation in Cognitive Enterprise: Design and Techniques | SpringerLink

https://link.springer.com/chapter/10.1007/978-3-030-74402-1_17 1/7

Intelligent Workflow Adaptation in
Cognitive Enterprise: Design and
Techniques

Arunkumar Panneerselvam 

Chapter First Online: 18 September 2021

408 Accesses 1 Citations

Part of the EAI/Springer Innovations in Communication and
Computing book series (EAISICC)

Abstract

Traditional businesses are transforming into cognitive

business operations with convergence of

technologies such as Cloud, Big Data, Artificial Neural

Networks, and Machine Learning. As businesses all

around the world become more dependable on

technology and handle more data, the success of the

business enterprises is greatly determined by the

intelligent workflows that are automated, adaptable,

and self-learning. Intelligent workflows play a vital
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 Abstract. Deep Learning is the process to led machine learning, natural language processing and neural networks. The 
various deep learning models, computer vision systems and artificial intelligence services are used to study of various 
real time applications. Due to lack of computing resource the conventional neural network are produces delay in progress 
and reduce the GPUs performance and throughput. In this paper we review difference deep learning approaches with 
increases GPUs performance and apply various image processing classification and localization techniques. The high 
availability and GPUs performance can be verified by state-of-arts results using conventional deep learning methods. 
Keywords: Deep Learning, Computer Vision, GPU Performance, Classification, Localization, CNN Model, DeepQ 
Process 

INTRODUCTION

Deep learning is the major division of machine learning and neural networks.  Learning are played important 
role in access and processing information and produce real time results. But the normal methods areaffects the 
throughput and GPUs performance. Deep learning process are includes the chip processing, dataset sizes, processing 
delays and performance [1]. Deep learning process has proven concept used in search engine, bio-informatics, 
robotics, industrial internet, multimedia applications, machine vision systems and game programming. In current 
scenario the conventional multi process environments leads compressed sensing and distributed multiuser sensing 
approaches [2]. The Bio-inspired computing is used to solve visual cortex, behaviours, small regions failures and 
multi-layer perception. The following figure 1 shows that the conventional neural network architecture and it 
produces the visual scheme annotation in each layers. 

 
FIGURE 1.Conventional Neural Network – Deep Learn Model 

The convolution and pool layers are used in conventional deep learning process for measuring local batches [3]. 
Each batch log collected by features of visual recognition inputs and processed by similar batches or predefined 
batch results. But this method could produce delayed in performance and reduced GPUs throughput[10]. The 
convolution layer shares the behaviours and regions specific results. The Pool layers produces after the result of 
convolution each logs recorded and used for decision making results. The Object recognition techniques applied in 
recent years for measuring online based trade marketing. Each log can be labelled for extracting features and fix the 
localization.Image annotation is important problem to set each localization values and it collect the information 
automatically and fix the artificial intelligence results. Natural Language processing and Computer Vision are 
dominating large number of public repositories.This paper describes following sections, section II describe various 
researches and literatures, section III handle deep learning process, section IV describes process and reviews and 
section V gives conclusion and future enhancements. 
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Abstract

Wireless sensor networks (WSNs) are emerging

trends of communication technologies over the

past two decades. They have been finding

indispensable application in the fields of remote

monitoring and control due to their inherent

capability to be deployed in locations where human

intervention or presence is undesirable. A

challenging research issue in recent times in the

area of WSNs is the energy optimization problem in

WSN nodes. Nodes are provided with very limited

battery power, and their frequent replacement is

not possible. Hence, intelligent utilization of the

available energy by nodes is the promising solution.
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Clustering is one of the possible solutions toward

the challenging energy optimization problem. A

single-round cluster-head selection algorithm

(SRCH) is proposed and implemented in this

research paper. A n-tuple attribute is taken for

considering the optimal cluster head which is able

to coordinate and manage the entire

communication process from source to destination.

Extensive experimentation has been accomplished

in this research to evaluate the efficiency of the

proposed approach. Comparative analysis has been

done against benchmark methods like LEACH, C-

LEACH algorithms and superior performance in

proposed SRCH is justified in this paper.

Keywords

Wireless sensor networks Energy optimization

Clustering Cluster-head selection
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Abstract: The design of controllers for robots is a complex system that is to be
dealt with several tasks in real time for enabling the robots to function indepen-
dently. The distributed robotic control system can be used in real time for resol-
ving various challenges such as localization, motion controlling, mapping, route
planning, etc. The distributed robotic control system can manage different kinds
of heterogenous devices. Designing a distributed robotic control system is a chal-
lenging process as it needs to operate effectually under different hardware config-
urations and varying computational requirements. For instance, scheduling of
resources (such as communication channel, computation unit, robot chassis, or
sensor input) to the various system components turns out to be an essential
requirement for completing the tasks on time. Therefore, resource scheduling is
necessary for ensuring effective execution. In this regard, this paper introduces
a novel chaotic shell game optimization algorithm (CSGOA) for resource sche-
duling, known as the CSGOA-RS technique for the distributed robotic control
system environment. The CSGOA technique is based on the integration of the
chaotic maps concept to the SGO algorithm for enhancing the overall perfor-
mance. The CSGOA-RS technique is designed for allocating the resources in such
a way that the transfer time is minimized and the resource utilization is increased.
The CSGOA-RS technique is applicable even for the unpredicted environment
where the resources are to be allotted dynamically based on the early estimations.
For validating the enhanced performance of the CSGOA-RS technique, a series of
simulations have been carried out and the obtained results have been examined
with respect to a selected set of measures. The resultant outcomes highlighted
the promising performance of the CSGOA-RS technique over the other resource
scheduling techniques.
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1 Introduction

In the recent years, due to the high control performance, high reliability of the distributed control
systems (DCS), low implementation costs, and reconfiguration flexibility, they have been extensively
used in various areas. There are several benefits in utilizing a DCS in the robot collection procedures [1].
These systems are capable of controlling a wider range of heterogeneous devices and do so on greater
physical distances. Such a scheme might be very modular and can therefore support multiple devices.
The implementation and design of a DCS that works efficiently and effectively in various hardware
configurations and computations may be a nontrivial task [2]. For instance, one of the most important
consideration here is to ensure the accessibility of resources by the various components in the system
(such as the computational units, communications channels, sensor inputs, robot chassis) for
accomplishing their task efficiently [3]. Not all resources can adapt to several concurrent access requests
at the same time, and several resources on the other hand can manage only a single request at a particular
time instant. Another problem here is to define an appropriate procedure for the distribution of requests
for the concerned resources inside the entire system. This procedure in a way ensures the balancing
conditions of the computation and the resource loads and further confirms that none of the components in
the system are charged beyond the defined levels. A DCS was established for handling the collection of
small mobile robots possessing the required computing capabilities and restricted on-board sensing ranges
[4]. Fig. 1 illustrates the overview of the robotic control model.

The robots should be capable of working with teams: this ability assures that a large physical area could
be surveyed by the robots and hence could provide a degree of redundancy by pointing out the robots that are
either deactivated or the ones that are unable to complete their tasks on time. Moreover, the robots must
function independently. Because of the weight and size constraints of the Scout's design, the computation
hardware that is accessible on a Scout is constrained with a limitation of 2 8-bit microcontrollers [5]. For
utilizing the processor resources, several tasks often run on a processor. The scheduling algorithms of this
task not only affects the utilization of a processor but also controls the system's performance [6]. The
optimum scheduling methodology opted for the multiprocessors is the NP hard, hence the heuristic
algorithms are often adopted for the allocating tasks. A technique employed for scheduling the tasks in
the distributed systems is the integration of the scheduling algorithms for the uniprocessor and the static
task distribution algorithms [7]. Followed by which, the system would start functioning, whereas, the
processor assigned tasks would be observed to remain unaltered. The algorithms are simpler and the
offset of the scheduling algorithms are smaller. Another type of allocation algorithm is the dynamic

Figure 1: Overview of the robotic control system
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allocation algorithm. The tasks in this case might migrate to the processor during the run time of the system.
The algorithms are capable of achieving the required optimal objective functions such as the control
performance of system, processor utilization, and so on. However, the algorithms are observed to be
highly complicated with bigger offsets and the foreseeability of the algorithms appear to be weak.

This study emphases on the dynamic allocation of resources during the runtime instead of analyzing the
resource requests offline, it encourages for plan changes when the requests are not fulfilled. Especially, this
method is appropriate for an unpredicted environment in which the resources should be assigned in a
dynamic manner that cannot be anticipated before. Load schedule is thus determined as the procedure for
balancing, providing, and allocating the load in DCS effectively. The primary objective is to decrease the
transmission time and the overall cost acquired for scheduling the load in the scheme. The scheduling of
the load is executed by different scheduling methods. The scheduling algorithm is determined based on
the dynamic and static nature of the load. Also, they are categorized into the non-heuristic and the
heuristic types. The Meta heuristic algorithm plays a significant role in scheduling the load through an
appropriate search procedure. At present, to conquer the disadvantages, several scientists have resolved
this challenge by utilizing the optimization algorithm. However, this methodology fails to achieve the
required processing cost, completion time, and load related attributes efficiently. To combat this problem,
a group of metaheuristic-based load scheduling algorithms have been proposed for the DCS robotic
environments.

This paper introduces a novel chaotic shell game optimization algorithm (CSGOA) for resource
scheduling called as the CSGOA-RS technique for the distributed robotic control system environment.
The CSGOA technique is based on the integration of the chaotic maps concept to the SGO algorithm to
enhance its overall performance. The CSGOA-RS technique has derived a fitness function involving three
different parameters such as the make span, the reliability cost, and the mean flow time (MFT) for the
allocation of resources in such a way that the resource utilization can be considerably improved. The
CSGOA-RS technique is valid even for the unforeseen environment where the resources are to be allotted
dynamically using the prior estimations. The performance of the CSGOA-RS technique can be examined
under different aspects and the results can be discussed extensively.

2 Literature Review

Lee et al. [8] proposed the architecture for balancing the workload and the competency adjustments in
the multirobot task distributions. Competency represents the capability of a robot for executing a task based
on its cost and quality, and the workload balancing mechanism represents the allocation of workloads
between the robots. This method considers the cost and quality of a robot for a task and thereby adjusts
them according to the changes in the environment. For balancing the workload, this method uses the idea
of subsidy to inspire the participation of the lesser active member of the robot teams. Experimental result
demonstrates that this model could alter the competency levels according to the changes in the
environment and allocate workloads between the robots in a balanced way. Goyal et al. [9] addressed the
problem of energy utilization using the cloud platforms. The techniques and algorithms should be capable
of reducing the schedule resources and power consumption levels for enhancing the efficacy of the server.
Also, Load balancing appears to be a significant part of cloud technique as it encourages for balanced
load allocations between the servers for satisfying the user requirements. This study has made use of
various optimization methodologies such as the PSO, CSO, BAT, CSA, and WOA for balancing the load,
energy efficacy, and resource scheduling for creating an effective cloud platform. Blankenburg et al. [10]
proposed a distributed multi-robot control framework that addresses the above mentioned problems and
accomplishes the succeeding participations: i) it permits for the online and dynamic distribution of robots
to the various phases of the task, ii) it makes sure that the collaborative robot scheme would follow the
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individual task constraints and iii) it permits for opportunistic, flexible task implementations in distinct
environment conditions. This framework utilizes a distributed messaging scheme for allowing the robots
to interact with each other. Every robot uses its team member and own state for monitoring the growth on
a provided task and recognizes the appropriate subtask for executing an activation spreading methodology.

Zhu [11] proposed a solution to the fairness problems in multitype resource allocations for the multirobot
methodologies possessing multiple resource requests. They employ DRF principles in this solution for
2 distinct schemes: STR-MRT and MTR-SRT. In STR-MRT, the robots can execute only individual tasks
at a time, task is separable, and for accomplishing the entire set of tasks they would require an increased
number of robots. In MTR-SRT, the robots are capable of executing multiple tasks at a time, tasks here
are inseparable and the entire set of tasks can be accomplished by a single robot. Delgado et al. [12]
offered a complete procedure in the event of realizing the OES on the basis of public domain real world
operating systems on many low cost OES platforms. Their efficiency was compared and evaluated based
on the interrupt response time, periodicity, scheduling ability, and task synchronization i.e., with respect
to the critical metrics for determining the reliability and stability of the real-world regulators. Maoudj
et al. [13] handled the growth of a DMAS for controlling and scheduling RFAC. In this technique, a
method for solving the key challenge decision problems in RFAC was proposed and implemented. These
problems are thus interrelated to the product operation scheduling features that relies on the sequencing
and allocation aspects on the robots while fulfilling the robot and product based limitations under the
make span minimization. The presented DMAS addresses this problem with the help of a cooperative
methodology that is supported by 3 different types of independent control agents, namely, the local agent,
the remote agent and the supervisory agent. Yuan et al. [14] proposed a G/G/1 queuing scheme for
analyzing the efficiency of the server in DGC. Based on the single objective constraints the optimization
problems are solved and formulated by a presented SBA, this is done for identifying the SBA that could
minimize the energy cost of a DGC supplier by optimally assigning the tasks of heterogeneous
applications amongst the various DGCs. It further specifies the running speed of the servers and the
amount of power on the servers in every GC while confronting the respond time limitations of the tasks
of each of the individual applications.

Gultekin et al. [15] proposed a second order cone programming formulation for detecting the Pareto
efficient solutions. The conic formulation was capable of detecting the robotic schedules for the smaller
cells with limited number of machines in moderate computational time durations. This approach could
produce a huge set of accurate Pareto effective solutions in a shorter computation time. Wang et al. [16]
addressed the multi robot task scheduling mechanism for 2 types of robots arising from the
heterogeneous robotic order fulfillment system. The heterogeneous multi robot scheme consists of 2 kinds
of robots with complementary and specialized abilities for achieving long cycle and multi-station order
fulfilment tasks on a logistic network. Such problems are very complex due to the innate complex
schedule constraint of the tasks and hence coupled based on the temporal–spatial relationships among the
robots. This procedure would then be followed by the construction of a set-theoretic and mixed integer
linear programming problem formulation mechanism, this essentially makes use of the coupled
methodology instead of the decoupled methodologies for exploring the synergies among the
heterogeneous robots, i.e., unlike the techniques proposed in the present studies.

Sun et al. [17] proposed 2 new robotic job shop scheduling methods using deadlock and robot motion
considerations (RJSPDT). The presented method concurrently considers the scheduling of tack operations
and motion of the robots with an aim of minimizing the make span. Two modeling methods have been
employed here, namely, the conventional position and the new network based approaches i.e., stimulated
by the aviation scheduling work. Fu et al. [18] focused on the online scheduling and charging approaches
of the robots in warehouses using the unknown moving paths. Initially, the storage scenarios here would
be abstracted to a grid methodology. Next, the shortest path algorithms would provide priority to the
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robotic tasks based on the coordinate differences. Later, the minimal service quantity of the MC would be
defined by the arbitrary simulations.

In He et al. [19], developed the distributed cooperative controllers for a selected set of scenarios. Here,
certain aspects such as the manipulability enhancement, transport of the object, and obstacle avoidance are
attained online with a new optimization-based methodology. As the local controllers don't require another
robot for transmitting the method or for joining the space data, the systems appear flexible with
communication costs. Fang et al. [20] used an interconnected undirected graph for describing the multiple
redundant manipulator systems. In the existing studies, it is observed that some constraints include the
convex set built for the joint physical limit, inequality constraints are derived for avoiding the obstacles,
and equality constraints are derived for tracking the required paths. New distributed neurodynamic based
algorithms are evolved for solving the complicated problems in real-world, hence it is necessary to have a
central coordinator in the multirobot systems.

3 Background Information: System and Task Models

The control loop must be capable of transmitting the required control signals to the concerned process, it
should effectively compute the control signals and acquire the required data from a physical procedure. Such
functions have been found to influence one another forming loops, these loops are named as loop tasks as
they represent a task in the system. As the period of these loop tasks tend to differ to a specific extent
they would not be set prior to the initialization of the process [21]. DCS operates on several processors
through a transmission network. Various processors are adapted in DCS for realizing different types of
control tasks, therefore DCS is heterogeneous, i.e., the implementation time is distinct on distinct
processors. Depending on this, the processor and loop task models have been provided below.

Definition 1. Loop tasks set in DCS indicates S = {τ1, τ2, …, τn}(n ≥ 2). Where τi∈ S represents the ith
loop task and is quintuple.

si ¼ ðC; Tmin; Tmax; T ; PrÞ (1)

where C, T min
i , T max

i and T represents the implementation time, the minimum sampling period, the
maximum sampling period, and the sampling period of the loop task τi correspondingly. Pr implies the
processor to which the loop task τi is assigned.

Definition 2. DCS is defined as a processor set Ω that operates on a network: Ω = {Pr1, Pr2, …, Prm}
(m ≥ 2), Pri = (ρ, u), where ρ and u represents the processing ability coefficients and the utilization of the
processor Pri correspondingly.

For a loop task, the implementation time vectors are presented as follows.

Definition 3. In DCS, τi.C is determined as a vector si:C ¼ ½si:Cð1Þ; si:Cð2Þ; . . . ; si:CðmÞ�, whereas
τi.C( j) denotes the implementation time of the loop task τi on the processor Prj.

Definition 4. The processing ability coefficients represent the performance speed of the loop tasks on a
processor. In heterogeneous DCS, processors are elected as regular processors, denoted as Prnor, and its
processing ability coefficients are represented as one. The processing ability coefficients of Pri is given below

Pri:q ¼ sj:C:ðPrnorÞ
sj:CðiÞ (2)

Whereas τj.C(Prnor) represents the implementation time of the loop task τj on a regular processor and τj.C(i)
indicates the implementation time of the similar loop tasks on the processor Pri.
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Definition 5. When each loop task in DCS completes before the assigned deadlines then the DCS can be
categorized under the schedulable type.

This study is based on the following succeeding rules:

i) The required number of loop tasks and processors are to be set.
ii) The deadline of the loop task is equivalent to their period.
iii) Loop tasks are independent of one another.

4 The Proposed Model

In this study, an effective CSGOA-RS technique has been developed for scheduling the resources
proficiently in the distributed robotic control system. The CSGOA-RS technique is intended to allot the
resources in such a way that the transfer time is minimized and the resource utilization is increased. In
addition, the CSGOA-RS technique has derived a fitness function involving three parameters namely the
make span, the reliability cost, and the mean flow time (MFT) for the allocation of resources in such a
way that the resource utilization is considerably improvised. The detailed working of the CSGOA-RS
technique has been elaborated in the succeeding sections.

4.1 Design of CSGOA Technique

The shell game was inspired by inventing a novel optimization technique called as the Shell Game
Optimization (SGO). Therefore, the subsequent statements are considered:

� During this game, one person would be assumed as the game operator.

� 3 shells and 1 ball would be assigned to an operator.

� All players would be provided with 2 opportunities for guessing the correct shell.

For the mathematical representation of the SGO algorithm, a set of N people would be considered as the
game players. In Eq. (3), the place ‘d’ of a player ‘i’ would be demonstrated as xdi :

Xi ¼ ðx1i ; . . . ; xdi ; . . . ; xni Þ (3)

At this time, Xi is actually an arbitrary value to the problem variable. According to Xi, the value of the fitness
function (FF) can be estimated for all the players. Fig. 2 illustrates the steps involved in the SGO techniques.

After computing the FF value for all the players, the game operator would select 3 shells in such a way
that most of the shells are connected to the location of an optimum player, 2 other shells would be selected
arbitrarily using Eq. (4).

Figure 2: Steps involved in SGO algorithm
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game’s operator:
shell1 ¼ ball ¼ Xbest

shell2 ¼ Xk1
shell3 ¼ Xk2

8<
: (4)

where Xbest implies the place of minimal (in minimization issues) or maximal (in maximization issues)
fitness, Xk1 and Xk2 are places of 2 members of the population. k1 and k2 represent the arbitrary numbers
among [1-N] that are selected arbitrarily. After computing the FF and recognizing the shell for all the
players, the aspects of intelligence and accuracy of the players would be estimated in this phase [22]. All
the players would guess that the shell dependent upon the players are inspired based on the fitness
accuracy and intelligence. The accuracy and intelligence normalization value is represented by Eq. (5).

AIi ¼ fiti � fitðXworstÞPN
j¼1½fitj � fitðXworstÞ�

(5)

where AIi represents the accuracy and intelligent of the players i and Xworst refers to the place of minimal
(in maximization issues) or maximal (in minimization issues) fitness levels.

At this point, the player would be prepared to guess the ball. The game is to be played with 3 shells and
all the players would be provided with only 2 chances, the players can make use of the available 3 states of
guesses. In the beginning state, an initial guess would be correct and the place of ball could be recognized
easily. In the second state, the player making a wrong guess in the primary selective state can guess the place
of the ball the second time. Finally, in the third state, when both the guesses of the player go wrong, the player
turns out to be unsuccessful in recognizing the place of the ball. The guess vector detailed byGv is inspired as
in Eq. (6) for all the players.

GvðxÞ ¼
state1: ½1 0 0�; at first

state2:
½0:5 0:5 0�
0:5 0 0:5

;

�
at second

state3: ½0 0:5 0:5�; else

8>><
>>: (6)

The probability of selecting most states to the shell selective is inspired by Eq. (7).

state ¼
state 1: if AIi. rg1
state2: if AIi . rg2
state3: else

8<
: (7)

where rg1 signifies the feasibly of a correct guess at the initial selective and rg2 indicates the feasibly of a
correct guess the second time.

Eventually, the Xi vector that is considered as the place of the members of the population is upgraded
with the Eqs. (8)–(11).

dxdi;ball ¼ r1 � ðball � xdi Þ � state ð1; 1Þ (8)

dxdi;shell2 ¼ r2 � ðshelld2 � xdi Þ � signðfiti � fitshell2Þ � stateð1; 2Þ (9)

dxdi;shell3 ¼ r3 � ðshelld3 � xdi Þ � signðfiti � fitshell3Þ � stateð1; 3Þ (10)

xdi ¼ xdi þ dxdi;ball þ dxdi;shell2 þ dxdi;shell3 (11)
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where ri represents the arbitrary value in the range of [0 1], dxdi;ball, dx
d
i;shell2

, and dxdi;shell3 are the movements of
dimensional ‘d’ of the player ‘i’ according to shell1, shell2, and shell3.

Algorithm 1: Pseudocose of SGO

Input: Random formation of the initial population

Output: The better optimum solution

Begin

Initialize the random formation of the primary population Xi

Compute the fitness value of the agent

Choose the ith member of 3 shells Xishell1, Xishell2, Xishell3

Compute the Accuracy & Intelligence (AI)

Simulate the Guess state

Choose the dimensional of the ith member

Compute Xishell1, Xishell2, Xishell3

Upgrade the place of dimension of the ith member

If each member is upgraded, go to step 10 else go to step 2

If termination condition is initiated

Attain the better optimal solution

End

Chaotic maps are efficient enough in enhancing the solution quality of the SGO algorithm in resolving
the resource scheduling problems. Generally, chaos is a deterministic arbitrary technique that is non-linear, it
is dynamic model that is non-periodic, non-converging, and bounded in nature. The nature of chaos is
obviously arbitrary and unpredictable, and it can retain an element of regularity. The chaos utilizes the
chaotic variables instead of the arbitrary variables. Many functions (chaotic maps) and some parameters
(primary condition) are vital even for the longer systems. Furthermore, a huge number of distinct
sequences are created easily by altering their primary conditions. Also, this sequence is deterministic and
reproducible. In addition, it is extremely sensitive depending upon their primary conditions and
parameters. An extensive variation of the distinct chaotic maps is accessible in the optimization domain.
In this proposed work, 10 very extensively utilized chaotic maps have been employed [23]. The
mathematical modulation of these chaotic maps thus utilized have been explained in the subsequent
subsections. The chebyshev map has been expressed in Eq. (12).

ukþ1 ¼ cosðPar:cos�1ukÞ (12)

The circle map is a 1D map that is a member of the dynamical schemes on a circle and is initially
determined by the Andrey Colmogorov. This map is determined as:

ukþ1 ¼ uk þ b� Par

2Par

� �
sinð2pukÞmodð1Þ (13)

This formula is created with chaotic numbers amongst (0, 1) by utilizing Par = 0.5 and b = 0.2. Par is
employed in the form of control parameters. The formulas of the Gauss map are determined as:
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ukþ1 ¼
0 uk ¼ 0

1

ukmodð1Þ otherwise

8<
: (14)

1

ukmodð1Þ ¼
1

uk
� 1

uk

� �
(15)

This map also creates a chaotic sequence in (0, 1).The iterative chaotic map formula is expressed in
Eq. (16).

ukþ1 ¼ abs sin
Par

uk

� �� �
(16)

where Par implies the adaptable parameter. The equation for the logistic map formula is provided in Eq. (17).

ukþ1 ¼ Par:ukð1� ukÞ (17)

where Par is the control parameter, which is set to 4 for generating numbers amongst 0 and 1. The family of
the piecewise maps is expressed using Eq. (18).

ukþ1 ¼

u

Par
0 � uk � Par

uk � Par

0:5� Par
Par � uk � 0 ¼ 5

1� P � uk
0:5� Par

0:5 � uk � 1� Par

1� uk
Par

1� Par � uk � 1

8>>>>>>>>>><
>>>>>>>>>>:

(18)

where Par refers to the appropriate control parameter whose range is 0 and 0.5. The sine map is
determined as:

ukþ1 ¼ a

4
sinðpukÞ (19)

Par implies the control parameter containing values in the ranges 0 and 4. The singer map is
considered as:

ukþ1 ¼ Parð7:86uk � 23:31u2k þ 28:75u3k � 13:302875u4kÞ (20)

where Par represents the control parameter whose values lie in the range 0.9 and 1.08. The sinusoidal map is
expressed as follows:

ukþ1 ¼ Par:u2k sinðpukÞ (21)

where Par signifies the control parameter. In this case, the simplified formula of this map was utilized by
employing Par = 2.3 and u0 = 0.7 that is expressed as:

ukþ1 ¼ sinðpukÞ (22)
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The formula of the tent map is demonstrated as:

ukþ1 ¼ 2uk uk , 0:5
2ð1� ukÞ uk � 0:5

�
(23)

4.2 Application of CSGOA Technique for Resource Scheduling

The CSGOA-RS technique derives a fitness function and is utilized for testing the quality of the solution
[24]. The FF consist of the tri-objectives such as the RC, the MS, and the MFT. It is calculated in Eq. (24),
whereas the weights W1, W2, & W3 indicate the connotation of the objectives in the meta task scheduling
problems.

Fitness ¼ W1 MakespanþW2 Mean Flow TimeþW3 Reliability Cost (24)

The CSGOA-RS technique has tested the FF using the distinct weight values and hence concludes with
the values of 0.4, 0.4 and 0.2 for the weights W1, W2, & W3 respectively, it further provides the optimal
results in the meta task scheduling problems.

Make span (MS)

It calculates the throughput of the distributed system, assume Cij(iε{1, 2, …, n}, jε{1, 2, …, m})
represents the implementation time to perform the ith task in the jth processor and Wj jε{1, 2, …, m}
indicates the prior task of Pj. Based on the above-mentioned description, it is evaluated using Eq. (25):

MS ¼ max
X
ij

Cij þWj

( )
jEð1; 2; . . . ; mÞ (25)

Mean flow time (MFT)

It measures the QoS of the distributed systems. The value of MFT is utilized for evaluating the flow time.
Let k represent the overall amount of tasks allocated to the processor Pi and Fji represent the executing time of
the task Tj on a processor Pi; ðiEf1; 2; . . . ; mg; jEf1; 2; . . . ; ngÞ, the MFT can be estimated using the
following Eqs. (26) and (27):

MFT ¼
Pm

i¼1 M�Flowi
m

(26)

M � Flowi ¼
Pk

j¼1 Fji

ki
(27)

Reliability cost (RC)

RC is the indicator of how reliable a provided system is if a set of tasks are allocated to it. It is indirectly
proportionate to reliability. It is the summation of link reliability and processor reliability. The RC can be
determined using Eq. (28), whereas X(Ti) = j represents the task Ti that is assigned to Pj and λj indicates
the failure rate of the processor Pj.

RC ¼
Xm
j¼1

X
X ðTiÞ¼j

�jCijðTiÞ (28)
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5 Results and Discussion

This section examines the resource scheduling performance of the CSGOA-RS technique in terms of
different aspects. The results are inspected in terms of the following attributes, namely, the make span,
the mean flow time, and the reliability cost. The experimental results have been investigated under
varying number of instances and resources. A brief MS analysis of the CSGOA-RS technique takes place
under distinct number of instances as represented in Tab. 1 and Fig. 3.

The simulation results point out the enhanced performance of the CSGOA-RS technique with that of the
existing techniques with the maximum make span. For instance, with c_lo_lo instances, the CSGOA-RS
technique has accomplished an increased MS of 41150 whereas the EDG and ACO algorithms have
resulted in a reduced MS of 13247 and 31229. Simultaneously, with c_hi_lo instances, the CSGOA-RS
technique has accomplished an increased MS of 47298 whereas the EDG and ACO algorithms have
resulted in a reduced MS of 11220 and 20331. Concurrently, with i_lo_lo instances, the CSGOA-RS
technique has accomplished an increased MS of 43963 whereas the EDG and ACO algorithms have
resulted in a reduced MS of 25225 and 32161.

A brief MFT analysis of the CSGOA-RS technique takes place under distinct number of instances as
portrayed in Tab. 1 and Fig. 4. The simulation outcomes thus point out the enhanced performance of the
CSGOA-RS technique with that of the existing techniques with the maximum make span. For instance,

Table 1: Makespan, mean flow time analysis and reliability cost analysis of the CSGOA-RS model

No. of
Instances

Make span Mean flow time Reliability cost

EDF ACO CSGOA-RS EDF ACO CSGOA-RS EDF ACO CSGOA-RS

c_lo_lo 13247 31229 41150 6264 7484 4653 0.187 0.140 0.128

c_lo_hi 25325 31331 41954 11762 35135 33300 0.462 0.442 0.430

c_hi_lo 11220 35182 47298 6086 7629 5738 0.182 0.227 0.172

c_hi_hi 17227 20331 31195 12127 24341 22139 0.466 0.491 0.451

i_lo_lo 25225 32161 43963 13287 23115 21840 0.306 0.441 0.295

Figure 3: Make span cost analysis of the CSGOA-RS model
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with c_lo_lo instances, the CSGOA-RS technique has accomplished an increased MFT of 4653 whereas the
EDG and ACO algorithms have resulted in a reduced MFT of 6264 and 7484.

Simultaneously, with c_hi_lo instances, the CSGOA-RS technique has accomplished an increased MFT
of 5738 whereas the EDG and ACO algorithms have resulted in a reduced MFT of 6086 and 7629.
Concurrently, with i_lo_lo instances, the CSGOA-RS technique has accomplished an increased MFT of
21840 whereas the EDG and ACO algorithms have resulted in a reduced MFT of 13287 and 23115.
A reliability cost analysis of the CSGOA-RS technique with the other techniques has been represented in
Tab. 1 and Fig. 5. The experimental outcomes thus demonstrate that the CSGOA-RS technique has
gained effectual outcomes with the RC values. For instance, with the instance of c_lo_lo, the CSGOA-RS
technique has offered a lower RC value of 0.128 whereas the EDF and ACO algorithms have obtained
higher RC values of 0.187 and 0.140 respectively.

Eventually, with the instance of c_hi_lo, the CSGOA-RS technique has offered a lower RC value of
0.172 whereas the EDF and ACO algorithms have obtained higher RC values of 0.182 and
0.227 respectively. Meanwhile, with the instance of i_lo_lo, the CSGOA-RS technique has offered a

Figure 4: Mean flow time analysis of the CSGOA-RS model

Figure 5: Reliability cost analysis of CSGOA-RS model
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lower RC value of 0.295 whereas the EDF and ACO algorithms have obtained a higher RC value of
0.306 and 0.441 respectively. A detailed SR analysis of the CSGOA-RS technique with the other existing
techniques takes place under a distinct number of processors and resources as represented in Tab. 2 and
Fig. 6. Fig. 6a investigates the SR analysis of the CSGOA-RS technique with the EDG and the ACO
algorithms with two processors and varying resources. The figure thus portrays that the CSGOA-RS
technique has resulted in effective performance with the maximum SR under varying resources.

For instance, with 4 resources, the CSGOA-RS technique has gained improved outcomes with a higher
SR of 90% whereas the EDF and ACO algorithms have obtained a decreased outcome of 84% and 86%
respectively. Similarly, with 10 resources, the CSGOA-RS method has reached the maximum result with
a higher SR of 35% whereas the EDF and the ACO algorithms have achieved a minimum result of 6%
and 20% correspondingly. Fig. 6b examines the SR analysis of the CSGOA-RS approach with the EDG
and the ACO algorithms with three processors and different resources. The figure depicts that the
CSGOA-RS technique has resulted in effective performance with the maximum SR under varying
resources. For example, with 4 resources, the CSGOA-RS approach has reached the maximum outcome
with the superior SR of 92% whereas the EDF and the ACO algorithms have reached a decreased
outcome of 80% and 85% correspondingly. In addition, with 10 resources, the CSGOA-RS technique has
gained improved outcomes with the superior SR of 35% whereas the EDF and the ACO methodologies
have obtained a lesser outcome of 2% and 20% correspondingly.

Fig. 6c demonstrates the SR analysis of the CSGOA-RS technique with the EDG and the ACO methods
with five processors and varying resources. The figure thus portrays that the CSGOA-RS technique has
resulted in effective performance with the maximal SR under varying resources. For instance, with
4 resources, the CSGOA-RS technique has gained enhanced outcomes with the higher SR of 94%
whereas the EDF and the ACO methodologies have achieved a decreased outcome of 82% and 84%
correspondingly. At the same time, with 10 resources, the CSGOA-RS approach has gained higher
outcomes with a higher SR of 40% whereas the EDF and the ACO algorithms have reached a decreased
outcome of 3% and 24% respectively. A comprehensive ECU analysis of the CSGOA-RS approach with
the other recent methodologies takes place under different number of processors and resources as
represented in Tab. 3 and Fig. 7.

Table 2: Comparative analysis of the CSGOA-RS model in terms of SR

%SR

No. of
Resources

Number of Processor = 2 Number of Processor = 3 Number of Processor = 5

EDF ACO CSGOA-RS EDF ACO CSGOA-RS EDF ACO CSGOA-RS

2 100 100 100 100 100 100 100 100 100

4 84 86 90 80 85 92 82 84 94

6 20 30 42 45 60 70 50 53 75

8 12 35 40 20 30 50 24 35 55

10 6 20 35 2 20 35 3 24 40
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Figure 6: Comparative analysis of the CSGOA-RS model in terms of SR (a) 2 processors, (b) 3 processors,
and (c) 5 processors

Table 3: Comparative analysis of the CSGOA-RS model in terms of ECU

%ECU

No. of
Resources

Number of Processor = 2 Number of Processor = 3 Number of Processor = 5

EDF ACO CSGOA-RS EDF ACO CSGOA-RS EDF ACO CSGOA-RS

2 50 50 50 50 50 50 50 50 50

4 75 75 76 60 60 63 63 63 65

6 60 70 74 20 38 45 20 25 40

8 21 45 50 10 22 30 5 20 35

10 4 18 25 2 18 32 1 37 39
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Fig. 7a examines the ECU analysis of the CSGOA-RS method with that of the EDG and the ACO
algorithms with two processors and varying resources. The figure thus demonstrates that the CSGOA-RS
method has resulted in effectual efficiency with the maximal ECU under varying resources. For example,
with 4 resources, the CSGOA-RS technique has attained enhanced results with the superior ECU of 76%
whereas the EDF and the ACO algorithms have obtained a decreased outcome of 75% and 75%
correspondingly. At the same time, with 10 resources, the CSGOA-RS technique has obtained enhanced
results with the maximum ECU of 25% whereas the EDF and the ACO algorithms have gained a reduced
outcome of 4% and 18% correspondingly.

Fig. 7b inspects the ECU analysis of the CSGOA-RS approach with the EDG and the ACO techniques
with three processors and varying resources. The figure thus demonstrates that the CSGOA-RS method has
resulted in efficient performance with enhanced ECU under varying resources. For instance, with
4 resources, the CSGOA-RS technique has gained improved outcomes with a higher ECU of 63%
whereas the EDF and the ACO algorithms have obtained a decreased outcome of 60% and 60%
respectively. Also, with 10 resources, the CSGOA-RS method has gained enhanced outcomes with an
increased ECU of 32% whereas the EDF and the ACO algorithms have obtained a minimal outcome of
2% and 18% correspondingly. Fig. 7c showcases the ECU analysis of the CSGOA-RS technique with the

Figure 7: Comparative analysis of the CSGOA-RS model in terms of ECU
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EDG and the ACO algorithms with five processors and different resources. The figure thus exhibits that the
CSGOA-RS method has resulted in effective performance with the higher ECU under distinct resources. For
example, with 4 resources, the CSGOA-RS technique has gained improved outcomes with a higher ECU of
65% whereas the EDF and the ACO algorithms have obtained a decreased outcome of 63% and 63%
correspondingly.

Finally, with 10 resources, the CSGOA-RS approach has gained improved outcomes with a higher ECU
of 39% whereas the EDF and ACO methodologies have gained minimal results of 1% and 37%
correspondingly. By observing the details of the result analysis, it is clearly understood that the CSGOA-
RS technique has gained effective performance due to the fitness function that involves the following
three parameters namely the make span, the reliability cost, and the MFT for the allocation of resources.

6 Conclusion

This paper has developed an effective CSGOA-RS technique for scheduling the resources proficiently in
the distributed robotic control system. The CSGOA-RS technique is primarily designed for allocating the
resources in such a way that the transfer time is minimized and resource utilization is increased. The
CSGOA-RS technique has derived a fitness function involving three parameters namely the make span,
the reliability cost, and the mean flow time (MFT) for the allocation of resources in such a way that the
resource utilization can be considerably improved. The integration of the chaotic map concepts into the
SGO algorithm significantly boosts the overall performance of the CSGOA technique. The performance
of the CSGOA-RS technique can be examined under different aspects and the results of the same can be
discussed extensively. The experimental results showcased the significant outcomes of the proposed
CSGOA-RS technique over the other existing techniques. In future, the CSGOA-RS technique can be
extended to the design of load balancers and route planning techniques for the distributed robotic control
system.
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Abstract: In the present decade, the development of cloud computing framework is
witnessed for providing computational resources by dynamic service providing
methods. There are many problems in load balancing in cloud, when there is a huge
demand for resources. The objective of load balancing is to equilibrate the cloud
server computations for avoiding overloading problems. On addressing the issue,
this paper develops a new model called Evolutionary Algorithm based Adaptive
Load Balancing (EA-ALB) for enhancing the efficacy and user satisfaction of cloud
services. Efficient Scheduling Scheme for the virtual machines using machine learn-
ing algorithm is proposed in this work. Initially, process of K-means clustering is
used for computing optimal min-max rates and then, local search capability for sol-
ving the load balancing problems in cloud model is determined with the incorpora-
tion of Evolutionary Algorithm. The results show that the proposed model achieves
better results in terms of load balancing factors, Virtual Machine (VM) migration,
energy consumption and so on, when compared to the existing model.

Keywords: Evolutionary algorithm; load balancing; cloud computing; virtual
machine (VM); clustering; load estimation

1 Introduction

In the present scenario, cloud computing is very much popular due to the capability to offer seamless
computing services with the on-demand based model [1]. The cloud models provide resources to the
physical machines in the form of VMs, based on the user requirements. Each virtual machine executes its
own OS and obtains their resources from their host physical machine. Moreover, the services are
provided based on the Service Level Agreement (SLA) with the consumers. In the process of resource
provision, there may cause SLA violations and may decrease the model effectiveness [2].

For handling this problem, it is significant for the cloud providers to use the cloud resources effectively.
For attaining that, load balancing operations are performed in cloud by migrating virtual machines from
overloaded physical machines to idle machine. The load balancing models [3–5] combines the varied
resource utilizations by selecting virtual machines for migrations and determines the appropriate host
physical machines. In this process, each resource is allotted with some weight for determining the load
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rate of physical machines and their capacities, the process of VM migration is carried out accordingly. By
allocating varied resources with predefined weight rates, the models ignore the distinctive cloud feature,
may cause, time complexities and over resource consumption in the physical machines. Moreover, the
cloud virtual machines use varied resources to provide different services with varied resource intensities.
As the cloud jobs are varied from consumers to consumers, and also varied based on time, the over
utilization problem in the physical machine also varied on time.

Fig. 1 clearly depicts the sample scenario, which has four physical machines (PM1, PM2, PM3 and
PM4). PM4 is overloaded with 3 virtual machines. Since the CPU is overloaded, based on the resource
intensity measures, virtual machine (VM1) is considered to be the best to migrate, since, it shows higher
intensity. PM1 is considered as the best host for VM1. Moreover, the main objective of the proposed
model is to effectively reduce the migration numbers in the process of load balancing. Additionally, cost
effectiveness also considered the service time, bandwidth and so on [6,7]. Typically, load balancing is a
method to provide balanced workload between the cloud servers. Moreover, load balancing technique
involves in optimizing the resource usage, cost effectiveness, increase throughput and provide cost
effectiveness. The main objective of the proposed work is to provide cost and time effectiveness with the
load balancing model between virtual machines. Based on the features of green scheduling, this work
analyzed the load balancing methods of cloud framework based on,

i) Server Workload Forecasting
ii) Selection of VMs
iii) Selection of Target Server

And the contributions of the proposed Evolutionary Algorithm based Adaptive Load Balancing (EA-
ALB) are listed as follows:

i) The objective of the work is to determine the accurate CPU utilization of Cloud servers based on
the aforementioned factors

ii) Incorporated K-Means Clustering (KMC) for finding the VMs with minimal migration,
performance interferences and traffic.

Figure 1: Virtual machine migration in cloud model
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iii) The Local Search Capability in enhanced with the Modified Evolutionary Algorithm (MEA). And
the VM determined by KMC is migrated to the destination server to provide efficient load balancing.

The remainder of this work is organized as follows, Section 2 explains about the related works
developed previously for solving load balancing problems in cloud. The complete work process with the
flow diagram is explained in Section 3. The results and discussions with comparisons are provided in
Section 4. Finally, the work is concluded in the Section 5 with some ideas for future work.

2 Related Works

Myriad works are proposed in recent times for handling cloud resources effectively by performing
dynamic load balancing. The authors of [8] provided the basics of cloud computing, components,
features, benefits and disadvantages. Additionally, the work discussed about the conceits of virtualization,
cloud services and cloud security methods are also discussed in the work. In cloud framework, the load
balancing techniques are performed as [9–11]

i) Centralized Load Balancing
ii) Distributed Load Balancing

In Centralized Load Balancing, the central node involves in the process of resource allocation and de-
allocation. On the other hand, in distributed load balancing, multiple machines act as the coordinator and
perform the process of resource allocation. Furthermore, several scheduling methodologies such as, First
Come First Serve (FCFS), Round Robin and other load balancing techniques such as Ant Colony
Optimization (ACO), Max-Min, etc., are involved in solving the problems on cloud resource management
and provisioning [12,13].

Load balancing model provided in [14] determines to maximize the load balancing across the physical
machines. Load memory rate is defined, when the CPU load is partitioned by their memory utilization to
evaluate its resource utilization. And equal weights are assigned for resources, which may be
inappropriate for varied time slots in each physical machine. In [15] the authors have discussed about the
related works that are derived for managing the virtual machines in an efficient manner. An efficient
virtual machine placement methods has been proposed in [16] for cost effectiveness in cloud data center.
In [17] the performances of virtual machines are considered for taking the migration decision and
resource provisioning.

Load balancing methodology for distributed cloud models is provided in [18] by moving the files to light
servers. Moreover, PROTEUS is the technique developed in [19] for bandwidth allocation for cost
effectiveness in cloud named FairCloud. Nevertheless, the model concentrated only on bandwidth. So, it
is not efficient for processing load balancing in physical machines. The authors of [20] defined a
migration process of virtual machine sample as a task set that execute at the PM of sender and receiver to
evaluate the migration time and the resource utilization. Some models provided methodologies to deal
load balancing on single resources as [21] for storage based resources and bandwidth based resource
management in [22,23]. For enhancing the network security, traffic pattern based virtual machine
migration model has been proposed in [24]. Further, in [25] AppAware model has been proposed for inter
virtual machine dependencies and the primary factors of network topology to replace machines.

An algorithm for dynamic resource provisioning in data center for efficient resource utilization is
proposed in [26]. In the model, the idle server is turned off for resource efficiency. In [27] for attaining
throughput optimization, a cloud resource allocation model has been proposed. In the model, stochastic
model of cloud cluster, where the tasks are allotted based on the virtual machine requests. But, the model
is minimal in throughput, which used Best-Fit algorithm for scheduling. Cloudscale [28] model has been
proposed for providing online based resource provisioning to accomplish dynamic resource allocation.
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The review works in [29,30] provides valuable source of data on load balancing methods and materials in
cloud computing environment.

3 Proposed Model

In the cloud model, the load balancing of servers is processed based on the number of Virtual Machines,
VM Migration, memory, traffic flow and the server capacity. The server load condition is non-linear and
periodic to certain level. In the proposed model, K-means clustering algorithm which is integrated with
evolutionary algorithm for efficient load balancing between machines in cloud environment. In typical
KMC algorithm, the following issues are noted.

i) The process of k-value selection using KMC is hard to determine
ii) In clustering, time and iterations are increased because of various reasons.
iii) When there is a huge dataset, time complexity may cause

Considering the issues, this paper derives an efficient KMC based on the cluster-center and the k-value
for determining the appropriate min-max.

3.1 Implementation of KMC in Proposed Model

The operations of KMC in determining the Min-Max includes k-value selection and Cluster-Center
(CC) selection.

3.1.1 K-Value Selection
In the proposed work, the VMs in the cloud model is categorized based on three factors, such as,

i) Load of the Server Machine
ii) VM migration cost
iii) Performance Interference

Moreover, the virtual machines clustering are provided as, three dimensional structure. Cost can be
further considered as, low and high and further, the performance also considered as low and high,
respectively. The server load is noted as, over load, under load and mediate load and their corresponding
descriptions are given in Tab. 1.

Table 1: VM categorization

VM samples Server load Cost Performance interference

1 Under Low Low

2 Mediate Low Low

3 Over Low Low

4 Under Low High

5 Mediate Low High

6 Over Low High

7 Under High Low

8 Mediate High Low

9 Over High Low

10 Under High High

11 Mediate High High

12 Over High High
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3.1.2 Process of CC Selection
In KMC, initial cluster center (CC) is selected in random manner from the k-number of samples. When

the selection process is instable, the derived solution is not optimal. Hence, the proposed model derives the
optimal solution by CC selection to reduce the iteration numbers by increasing the distance between the
initial CC. In the process of min-max selection of CC, initial CC is selected in random manner and given
as CC0. Following, the distance between CC0 and each other sample point is calculated, in which the
sample at shortest distance is taken as CC1 and the sample at longer distance is noted as CC2. The
algorithm is presented in Tab. 2 for finding optimal solution with KMC.

3.2 Adaptive Load Balancing Process

In the proposed model, the conventional differential evolution model is enhanced for improving the
search ability. The process is employed to VM migration to make it more effective with respect to the
aforementioned factors along with energy efficiency. For deriving optimal solutions, the fitness function is
derived based on the following steps.

Table 2: Algorithm for optimal solution using KMC in EA-ALB

Input: Samples S ¼ fy1; y2; . . . yng and ‘k’ be the cluster num

Output: Initial CC ¼ fcc0; cc1; . . . cck�1g
1. Begin

2. Max_distance = 0

3. for i = 0, i < n, i++

4. for j = 0, i < n, i++

5. Calculate

Distanceði; jÞ ¼ kyi � yjk (1)

6. if Distanceði; jÞ.Max distance, then #n

7. Max_distance = Distance(i, j), cc0 = yi, cc1 = yj

8. end if

9. end for

10. end for

11. for j = 1, j < k − 1, j++

12. for i = 0, i < n, i++

13. Distance(i, 0) = ||yi − cc0||, Distance(i, 1) = ||yi − cc1||, …, Distance(i, j) = ||yj − ccj||

14. End for

15. ccjþ1 ¼ max½minðDistanceði; 0Þ; Distanceði; 1Þ; . . .Distanceði; j�1ÞÞ�
16. End for

17. End
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i) The traffic flow generated in the process of VM migration is based on the routing and memory.
Here, the fitness function (FF) based on the traffic flow is given as,

traffic flowFF ¼
Xn
i¼1

dti � lenrðiÞ (2)

where, ‘dti’ denotes the size of data transmission of VM, during migration, ‘lenr(i)’ denotes the
length of routes between VMs based on their topology, between the source and target and the
formula is given as,

lenrðiÞ ¼
3� 2; route link through core VM

2� 2; route link through aggregate VM
1� 2; route link through edge VM

8<
:

8<
:

9=
; (3)

ii) Secondly, the FF based migration cost is derived based on the memory of the machine and the
network bandwidth. The optimal solution is considered one which derives with minimal
migration cost which is given as,

Migration Cost ðMCÞ ¼
Xn
i¼1

0:1�
Xt0þtVMi

t0

CPUVMi (4)

where, ‘t0’ denotes the initiation time of VM migration, ‘tVMi’ represents the total VM time and
‘CPUVMi’ denotes the CPU utilization of machines. And, the formula is given as,

tVMi ¼
MemVMi

BWVMi

(5)

where, ‘tVMi’ denotes the time taken for migration, ‘MemVMi’ represents the memory size and, the
network bandwidth given as BWVMi.

iii) Further, the FF is computed based on the performance interference after the completion of VM
migration. And the determined value is considered to be minimal, which is calculated as,

PIFF ¼ 1� r
TVM
i

�Ti
Ti (6)

From the above equation, ‘Ti’ denotes the running time of VM of ‘i’ th server.

iv) Energy Efficiency based FF derivation is processed in the fourth step, where optimal solution is
considered as, EEFF ¼ Min ðEEiÞ and the computation is presented below.

EEi ¼
XtðnÞ
tðiÞ¼1

PðviðtjÞÞ (7)

Here ‘vi(tj)’ denotes the CPU utilization and the power consumption is given as, ‘P(vi(tj))’ and the
formula is given below.

PiðvÞ ¼ ri � Pmaxi
i þ ð1� riÞ � Pmaxi

i � vi (8)
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Hence, the energy efficient optimized solution is derived with the following formula, presented in (9).

OF ¼ m1EEFF þm2traffic flowFF þm3 MCþm4PIFF (9)

And in (9) m1, m2, m3 and m4 are the balancing parameters on each derivation and their summation
results unit value. Those factors can be adjusted to impact the other factors in determining the fitness
function.

3.3 Incorporation of EA in Cloud Resource Allocation

In this process, the population_size is defined as, ‘M’ and the number of VM migrations is given as ‘N’
and the servers are given as ‘S’ and the inbetween links are in ‘l’ length. The placement of VM is provided
as [1, S] with the maximal number of ‘r’ iterations. Further, the factor of mutation rate is given as, δ∈[0, 2]
and the factor for crossover probability is provided as Cp∈[0, 1]. Hence, the 1st generation of ith VM is
computed as,

xrð0Þ ¼ ðxr1jð0Þ; xr2jð0Þ; . . . ; xrijð0Þ; . . . ; xrmjð0ÞÞ (10)

In the above equation, xr(0), (r = 1, 2, …m), represented that kth VM of 0th generation is required to be
migrated and xr1jð0Þ; ðði ¼ 1; 2 . . . ; m; j ¼ 1; 2; . . . rÞ denotes the migration of ith VM is to the jth

placement. And the computation is given as,

x ¼ xj�min þ randomð0; 1Þ � ðxj�max � xj�minÞ (11)

From the above equation, the minimal and maximal vectors rates are provided with the mapping of [1,
S]. Further, based on the evolutionary algorithm, the different VM patterns with randomly generated
population ‘e’ are given as xt1ðeÞ, xt2ðeÞ and xt3ðeÞ. Here, the mutation operations are processed to create
new population and the differential scaling factor is derived as,

scaling factor ¼ dðxt1ðeÞ � xt2ðeÞÞ (12)

In the above equation, ðxt1ðeÞ � xt2ðeÞÞ denotes the differential scaling factor and considering the
weights, the VM migration is stated as,

utðeþ 1Þ ¼ xt3 þ scaling factor (13)

Here, the newly produced individual is given as, ‘ut(e + 1)’. Further, the crossover operations are
introduced to enhance the population diversity. Therefore, the new generations vt(e + 1) and the older
ones xt1ðeÞ are muted together to frame the new individuals as,

vtðeþ 1Þ ¼ ðvr1jðeþ 1Þ; vr2jðeþ 1Þ; . . . ; vrijðeþ 1Þ; . . . ; vrmjðeþ 1ÞÞ (14)

The formula for cross over is given as,

vrijðeþ 1Þ ¼ urijðeþ 1Þ; random ðiÞ � Cp ¼ random ðrÞ
xrijðeÞ; random ðiÞ.Cp 6¼ random ðrÞ

�
(15)

Here, random (i) is denoted as the random number between 0 to 1 and random (r)∈[1, M]. Then, new
cycle is started for the selection function and the FF of the cross over results vt(e + 1) is compared with the
older individual xt1ðeÞ and the FF is given as,

xtðeþ 1Þ ¼ vtðeþ 1Þ; FFðvtðeþ 1ÞÞ.FFðxtðeÞÞ
ðxtðeÞ; Others

�
(16)
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In the above equation, FF(x) denotes the fitness function of the individual, which is newly generated.
The computed fitness values are compared and the better solution is provided for the iteration process to
find next generation. The algorithm is presented in Tab. 3. From the above experimentation, it is
determined that the convergence speed of the proposed model is efficient and faster than the traditional
models. Moreover, in the process of cross-over mutation, the algorithm is enhanced with adding a local
search event and the algorithm is provided in Tab. 4. The above operation in local search determines the
optimal situation, which may result in migrating, when overload happens. Based on the results of the
algorithm, the resources are allotted to the tasks.

Table 3: Algorithm for EA in cloud resource allocation

Input: population_size is M, number of VMmigrations is ‘N, server is, ‘S’ and maximal iterations ‘r’, factor
of mutation rate δ∈[0, 2] and factor for crossover probability Cp∈[0, 1]

Output: Optimal Solution set for VM migration

1. Begin

2. No .of iterations, e = 0,

3. Declare Positive Integer i = 1; j = 1

4. for i = 0;i < S; i++

5. for j = 0;j < N;j++

6. x = xj−min + random(0, 1) × (xj−max − xj−min)

7. End For

8. End For

9. while (e ≤ r)

10. Selection of random items xt1ðeÞ, xt2ðeÞ and xt3ðeÞ as weight ‘δ’
11. Generation of new individuals with Mutation

12. new individuals, vtðeþ 1Þ ¼ ðvr1jðeþ 1Þ vr2jðeþ 1Þ . . . vrijðeþ 1Þ . . . vrmjðeþ 1ÞÞ
13. if FF ðvtðeþ 1ÞÞ.FFðxt1ðeÞÞ
14. xt1ðeþ 1Þ ¼ vtðeþ 1Þ
15. else

16. xt1ðeþ 1Þ ¼ xt1ðeÞ
17. End if

18. e = e + 1

19. Local Search Optimization is presented in Tab. 3

20. End While

21. Return Optimal Solution Set for VM migration

22. End
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4 Results and Discussions

This section presents the results and discussions to prove the efficacy of the proposed model. The model
is evaluated using the simulation software called CloudSim. And the results are compared with the existing
models such as, First Come First Serve (FCFS), Ant Colony Optimization (ACO) and PROTEUS. The
simulation parameters and the domain values are presented in the following Tab. 5. Moreover, the
evaluations are carried out based on the factors such as, cost effectiveness, traffic flow and CPU
utilization for measuring the overall model efficiency.

Fig. 2 presents the results for migration cost evaluations for cloud resource allocations, their
corresponding values are given in Tab. 6, in which costs are denoted with units and the proposed model
is cost effective than the compared works. The average migration cost of the proposed EA-ALB is
554.42, which is minimal than other models. The Fig. 3 depicts the performance interference based
results on model evaluations. The results are carried out based on the execution time. From the results, it
is evidenced that the model is efficient than the other models and the obtained results are presented in Tab. 7.

Table 4: Local search optimization in VM migration in cloud

Input: No. Of local iterations ‘L’, local search event ‘α’, population_sizeM, population factor xi(e), size_reduction
parameter β

Output: better VM for next generation

Begin

While (i <M)

While (i < L)

Random Variable Dx; Dxe½�at; at�
xnew(e) = xi(e) + Δx

If (G(xnew(e)) = true and G(xi(e)) = False)

xi(e) = xnew(e)

End if

If (G(xnew(e)) = true and G(xi(e)) = True)

If (FF (xi(e)) < FF(xnew(e)))

xi(e) = xnew(e)

End if

End if

at ¼ at�b
r = r + 1

end while

i = i + 1

end while

End
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Table 5: Simulation parameters

Parameters Values

Server based parameters

Server MIPS 1.8 to 3.0 GHz

Memory size 4–16 GB

Bandwidth 1000 Mbit/s

Hard disk size 50–320 GB

VM based parameters

VM MIPS 0.5 to 2.5 GHz

Memory size 613–1740 MB

Bandwidth 100 Mbit/s

Figure 2: Migration cost vs. execution time

Table 6: Results for migration cost

Models 0 50 100 150 200 250 300

FCFS 1,500 1,092 651 901 1,000 702 560

ACO 1,358 921 768 603 1,140 647 506

PROTEUS 1,600 1,140 669 669 863 549 396

EA-ALB 1,259 745 427 450 461 329 210

Figure 3: Execution time vs. performance interference
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Traffic Flow based results are provided in Tab. 8 and their relevant comparison graph is given in Fig. 4.
Further, Tab. 9 contains the values obtained for VMmigration based analysis and their graph comparisons are
given in Fig. 5. And the data center utilization based results are presented in Fig. 6 and the obtained values are
given in Tab. 10. The evaluation for traffic flow is processed with respect to the execution time and
the utilization based analysis is performed with number of tasks. In analyzing, VM migrations, it is the
significant factor in evaluating the resource allocation model. The best solution is determined with
the efficient incorporation of KMC with EA in the proposed work that effectively performs VM
migration, by which load balancing is achieved.

Table 7: Results for performance interference

Models 0 500 1000 1500 2000 2500 3000

FCFS 46.7 21.0 26.7 21.0 22.0 19.6 10.7

ACO 48.4 26.3 23.6 24.3 19.7 16.0 12.1

PROTEUS 51.5 25.0 23.0 19.7 21.0 16.7 15.0

EA-ALB 46.0 23.0 20.0 19.0 16.0 11.0 8.0

Table 8: Traffic flow based results

Models 0 500 1000 1500 2000 2500 3000

FCFS 522 916 1,770 1,557 1,261 1,441 981

ACO 816 881 1,721 2,294 1,539 1,622 1,212

PROTEUS 522 1,031 1,999 2,361 1,721 1,409 1,490

EA-ALB 455 851 1,589 1,439 1,261 999 768

Figure 4: Average traffic data and execution time

Table 9: Average traffic flow based analysis

Models 0 50 100 150 200 250 300

FCFS 522 916 1,946 1,557 1,919 1,902 2,382

ACO 816 1,866 2,663 2,294 2,131 2,213 2,610

PROTEUS 522 1,031 2,459 2,796 2,358 2,461 3,001

EA-ALB 455 544 843 872 891 999 1,074
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5 Conclusion and Future Work

For the process of efficient migration of virtual machines in Cloud computing process, this paper
proposes a new model called EA-ALB. The model integrates the efficiency of KMC in determining best
solution and the Evolutionary Algorithm for load balancing. The proposed model effectively predicts the
resource utilization by machines, in which the min-max algorithm is used for finding the cluster centers.
The model evaluation is carried out based on the factors such as cost effectiveness, CPU utilization,
migration effectiveness and traffic flow. It is evidenced from the results that the proposed model achieves
minimal cost, traffic flow and interference than other compared works. And the utilization is maximal,
that is, the model effectively utilizes the machines about 95%, where load balancing is effectively
achieved with the proposed model.

Figure 5: Comparisons for average time flow

Figure 6: Average data center utilization based results

Table 10: CPU utilization

Models 20 50 100 150 200 250 300

FCFS 25.4 30.0 21.0 28.0 28.0 30.0 32.0

ACO 34.0 29.0 34.0 33.0 31.0 42.0 41.0

PROTEUS 38.0 37.0 34.0 27.0 27.0 53.0 46.0

EA-ALB 67.0 74.0 77.0 78.0 78.0 79.0 85.0
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In Future, as the load balancing in cloud has a greater research scope, the potential applicability can be
expanded for large scale cloud models. Methods can be developed to measure the algorithm's efficacy in
applying it on a real life case to attain better results and routine.
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